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Teaching Model

Motivating Applications Teaching a “Version Space” Learner
Citizen science, crowdsourcing services, medical diagnosis X, 1 Discrete, finite sets he e
Learner starts from initial hypothesis ho € 3 \ \ s
At time t: MMINNR
{Naturalist teacher provides x:, h*(x¢) AN \
iy L cam  Record learner updates the hypothesis space H+1=H+ N H(x¢) AR o
learner selects a new hypothesis A1 € Ht+1 randomly 7.'[t+1. g
Teaching stops when h: = h* K N
Hy H(ze)
Learner Environment provides x;, h" (x;) Env,mnmem State-dependent Preference
Q Learner updates /1, O Learner's preference of next hypothesis depends on the version space, as well as the current hypothesis
X, 7, h, ) X9, h* Lgamers preference function o HxH->R
Learner selects x; to query the label eereeeseeesereneranenene ; Given current hypotheses A and two hypotheses

o(hi; h)) < o(hj; ht): Learner prefers to pick A; instead of A

Teacher | Teacher selects x; and provides x;, " (x;) F L earner """" a(hi; h) = o(hj; ht): Learner could pick either one of these two randomly
*‘C‘i Learner updates /; ; Q At time t, the learner selects a new hypothesis A:+1 randomly from {h € Hipq:0(h; hy) = A o(h'; he)}
sod t+1
X, H,h* — X, 4, h, | . .
Teacher receives an estimate of /1, S b Special Cases: State-independent Preference
Classical model (TD) [Goldman, Kearns '92]: Global preference-based model (PBTD) [Gao et al.'| 6]
Canonical Example: I-D Threshold Classifier Learner picks next hypothesis at random Learner picks next hyp. based on a global preference
Vhhe H:a(h';h) =c vh'e H:a(h'; h) = cy «— a constant only depends on h’

Discrete points on a line : . h ,(x) =, 0 . : h ,(x) =, , . , , . . , , .

x={1,2, ..,n) T é 1 1 1 - - - - TS(h™): Optimal teaching sequence for h TS(h™): Optimal teaching sequence for h
O n Equivalent to set cover of H \ {h*} by X Given by the following notion of set cover:

Threshold classifier h(x)=1 iff x>0, where 8,€ {1, 2, .., n} Teaching Dimension TD(H,X): = max [TS(h")] m)}n|X|, st. Vhe H(X)\{h*}:a(h;-) > o(h";-)
h*€H
complexity
Proposition [a necessary condition to gain from adaptivity]
Passive learning O(n) How much s d . . .
peed up Learner must have state-dependent preferences: Choice of next hypothesis hi+1 € He+1 depends on Ay
Active learning O(log(n)) a teacher can achieve
i i from adaptivity?
Non-adaptive teaching 2 P 4 1 Theorem There exist hypothesis classes with state-dependent preferences, where the optimal non-adaptive

Adaptive teaching 1* T — teacher; in the worst case, requires exponentially more teaching examples than the optimal adaptive teacher.

1% under additional restriction on learner's update rule

Experimental Results

t t+1 t t+1 Teaching Algorithms 2-Rec Class: Simulated Learners
‘L] yEEEER L L[] Random e nxn grid size; ho € H2 h* € H!
3 3 3 3 . g% ’ ’
2 2 N 20 . Randomly chosen examples; stops when A= / « 50 simulated learners with g2-rec preferences
! 1 B " 1 Classical -
i i °| ° | Set cover for # \ {h*}; stops when A= h* Cassen} | Classical:
0 1 2 3 4 0o 1 2 3 4 o 1 2 3 4 0o 1 2 3 4 o 0(n2)
2 150 P
s SN sl L b L] ] curr: hyp. 3 -
s ® - Z z Observes ho € 100 i :
2 2 . o ’/'
. ; — : 1 Uses 02-rec and ho to optimally select examples £ I 4 sivovson | O(lhal) = 0(n?)
o 0 0 0 Teaching stops when ht= h* 87 - ZR»ADAIY \\1.
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 o 1 2 8 4 = - e e == = - .
' B ‘BN ‘m FReAdaT o " otosi
4 4 I = 2
LT T LT T HH Observes o v ¢ cridsinesnxn 0(1og((hdl)) = O(1og(n?)
2 2 H B 2 2 | Uses 02-rec and A to optimally select an example at t
1 1 1 1 . g
. . . 0 neg. e.g. Teaching stops when A= h
0o 1 2 3 4 o 1 2 3 4 0o 1 2 3 4 0o 1 2 3 4
T T 1T < [TTTT] on——— T 2-Rec Class: Human Learners
Z — Z  m | Z Z Preference elicitation: Preference elicitation: « 8 x 8 grid size; ho € H2, " € H)
U ked t date th iti f i i i ' '
. 1] " B 2 | serihvgeorfais eerecia:pleasi thzeitp(?":(elr?r::;)lls Participants favor staying at their current « 200 participants from a crowdsourcing platform
o 0 o ] o | ( 'dg T g | g - thotheS|s |f it remains valid, along « 2R-AdaT and teachers Use G2.rec
0 01 2 3 4 01 2 3 4 o 1 2 3 4 o 1 2 3 4 are Inside and biue Celis are outsiae with preferring smaller updates. -
RanDOM CrassicAL 2R-NONADAT
2-Rec: Disjoint union of geometric objects [Gao et al.'| /] Lo > 30
3 025 % 2R-ADAT
3 020 g o |
Difficulty of teaching TD(H X)=0(n2) for n x n grid size = 015 8
Our model of preferences o;.rec é 0-10 g w0
02-rec. Prefer hypotheses in the same complexity subclass £ 005 " .
02-rec. Within same subclass, prefer hypothesis with min. edge edits 000 5 10 . K
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