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Motivation

• Reinforcement learning (RL) tends to be highly sample inefficient

• Imitation learning improves the sample efficiency of RL

• In real-world scenarios, accessing an optimal oracle can be costly or even not possible

• However, one often has access to multiple suboptimal oracles

• Goal: Learning from black-box oracles by combining their state-wise expertise

How can an agent ac+vely learn from mul$ple black-box oracles 
by taking advantage of their complementary exper+se to learn a 

be:er policy in a sample-efficient manner?

Learning from Multiple Oracles

• Single-best oracle: π?
.
= argmaxπ∈Π V π(d0)

– weak baseline that does not consider the state-wise optimality of different oracles

• Max-following policy: π• (a | s) .
= πk

∗
(a | s) , k∗ .

= argmaxk∈[K] V
k (s)

– a greedy policy that follows the best oracle in any state

X Max-aggregation policy: πmax (a|s) .
= δa=a?,

a? = argmax
a∈A

Afmax
(s, a) , fmax (st)

.
= max

k∈[K]
V k (s) ,

Afmax
(s, a) = r (s, a) + Es′∼P|s,a

[
fmax (s′)]− fmax (s)

Max-aggregation in Online Learning Setting

• Black-box oracle

× true value function of each oracle is unknown to the learner
X reduce IL algorithm to online learning

• We adapt the online loss

`n (π;λ)
.
= −(1− λ)HEs∼dπn

[
A
fmax,π
λ (s, π)

]
︸ ︷︷ ︸

Imitation Learning Loss

−λEs∼d0

[
A
fmax,π
λ (s, π)

]
︸ ︷︷ ︸
Reinforcement Learning Loss

• Empirical estimate of the `n (π, λ) gradient

∇ ˆ̀n (πn;λ) = −HEs∼dπn,a∼πn(·|s)

[
∇ log πn (a|s)Af̂max,πn

λ (s, a)

]
(1)

– may select suboptimal oracle policy due to bias in the value function approxima-
tor f̂max for `n (π, λ)

Method Overview
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X Max-aggregation Active Policy Selection with Active State Exploration (MAPS-SE)

– Active policy selection (APS)
∗ reduce approximation error

– Active state exploration (ASE)
∗ control state-wise uncertainty

Algorithm Details

Algorithm 1 Max-aggregation Active Policy Selection with Active State Exploration (MAPS-SE)
Require: Initial learner policy π1, oracle policies {πk}k∈[K], initial value functions {V̂ k}k∈[K]

1: for n = 1, 2, . . . , N − 1 do
2: if SE is True then

. /* active state exploration */
3: Roll-in policy πn until Γk? (st) ≥Γs, where k? and Γk? (st) are computed via Equations (2) and (3)

at each visited state st.
4: else
5: Roll-in policy πn up to te ∼ Uniform [H − 1]

. /* active policy selection */
6: Select k? via Equation (2).
7: Switch to πk? to roll-out and collect data Dn.
8: Update the estimate of V̂ k?(·) with Dn.
9: Roll-in πn for full H-horizon to collect data D′

n.
10: Compute gradient estimator gn of ∇ ˆ̀

n(πn, λ) (1) using D′
n.

11: Update πn to πn+1 by giving gn to a first-order online learning algorithm.

• Active policy selection (MAPS)

– define the best oracle πk? as

k? = argmax
k∈[K]

V̂ k(st) +

√
2H2 log 2

δ
Nk(st)

discrete

V̂ k(st) + σk (st) continuous
(2)

• Active state exploration (MAPS-SE)

– define the state-wise uncertainty Γk? (st) as

Γk? (st) =


√

2H2 log 2
δ

Nk?(st)
discrete

σk? (st) continuous
(3)

Algorithmic Characteristics

Algorithm Criterion Online Stateful Active Interactive Multiple
oracles

Sample
efficient

Behavioral cloning IL × X × × × −
PPO with GAE RL X X × × × ×
AggreVaTeD IL X X × X × −
MAMBA IL + RL X X × X X ×
CAMS Model Selection X × X × X X
MAPS (ours) IL + RL X X X X X X

Theoretical Guarantees

• The sample complexity table for identifying the best oracle per state

Selection strategy Sample complexity Γs

Uniform (MAMBA) O
((∑

i
KH2

∆2
i

)
log

(
K
δ

))
—

APS (MAPS) O
(
K +

(∑
i
H2

∆2
i

)
log

(
K
δ

))
—

ASE (MAPS-SE) O
(
K +

(∑
i
H2

∆2
i

)
log

(
K
δ

))
o

(√
2H2 log(4/δ)

K+
(∑

iH
2/∆2

i

)
log(2K/δ)

)

Experimental Results

• MAPS (APS) Performance
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• Effect of Active Policy Selection
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• MAPS-SE (ASE) Performance
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