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Existing approaches for Anomaly Detection (AD)

Pro A compact enclosing of the normal.

Con Unable to use additional labels.
➜ Underfitting bias.

Train with additional labeled anomalies.

Pro A compact enclosing of the normal.

Discriminating on known anomalies.
+

Source: Ruff, Lukas, et al. "Deep semi-supervised anomaly detection." ICLR, 2020. Source: Ruff, Lukas, et al. "Deep semi-supervised anomaly detection." ICLR, 2020.

Training with additional labeled anomalies can induce disastrous harmful bias.

Empirical Relative Scoring Bias

The estimation error    decreases at the rate of .

Positive bias!

Negative bias!

Mostly harmless bias!

Scenario 1 Training w/ hard anomalies. Scenario 2 Training w/ easy anomalies.

Additional labeled data in AD poses 
a hidden threat for model practitioners.

Data-Based Debiasing Strategy
• Using active learning to obtain 

representative anomaly labels.
• Leveraging synthetic examples.

Model-Based Debiasing Strategy
• Using robust model design (e.g., 

ensembles of semi-supervised 
and supervised models).

Research Question

• Will unseen anomalies suffer from bias due to additional labeled data in training?
• If so, how can we estimate the bias? What is the impact of the bias?

[Clarification] Bias in AD ≠ Bias in Supervised Learning
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Fig 4. Data distribution of AD problem. The blue is 
the normal, others are different subtypes of anomalies.


